
GO在小米商城运维平台的
应用与实践

⾼步双



小米商城运维：忆往昔

Ø 大大小小的业务项目繁多
Ø 需求多，运维被动，被业务牵

着走
Ø 业务混部，问题难以排查，容

量难以评估
Ø 运维工具级别：puppet、salt

stack



MAE

MAE（小米商城应用引擎）
小米商城运维团队基于docker自研的私有

云PaaS平台，目的是解决传统混部在资源管
理、资源隔离、资源利用率、部署、资源调
度、故障容错、监控等方面的问题，解放人
力。支持混合云。



MAE – 为何选择GO？

GO足够简单容易上手，具有脚本动态语言的开发
效率，静态语言的性能，并发协程，内置GC等
等。所有Server端模块、所有Agents、Micron以
及Router/Monitor均采用Go语言开发。



MAE – 功能



MAE – 概况

实例 ≈ 800 个

应用 ≈ 150 个

内存 ≈ 10 TB

CPU ≈ 2000 核

资源池 ≈ 250 台



MAE – Docker

Docker版本 docker-1.6.2.2

宿主机OS CentOS-7.0 + Kernel-4.1 + AUFS

内存 HardLimit + SwapOff

CPU HardLimit + CpuSet (最小粒度0.5核心)

网卡流量 500Mb

系统资源限制 最大打开文件描述符数量等

网络 none:   自定义网络，LXC桥接，独立IP



MAE – 结构图



MAE – 拓扑



MAE – 部署

Ø 项目App

Ø 站点Site

Ø 功能组XLocation

Ø 实例

Ø 资源池

实例创建、应用发布



MAE – 部署



MAE – 监控

实时监控

• 秒级，实时性高，

• 最多24小时数据，数据量小、容量小

• 重要程度较高（监控、自动负载调权、
Autoscaling）

历史监控

•长期监控数据存储、数据量大、容量大

•监控数据归并，实时性差

•重要程度较低（问题追踪）

分类和特点：



MAE – 监控

l 监控采集
Ø cAdvisor -> metric包

Ø 基础监控
cpu、mem、网卡流量、socket、容器磁盘

空间等等

Ø 自定义监控
日志监控、进程、端口、自定义脚本

l 监控展示
Ø 实时监控

时间维度、合并/拆分图表、Cpu核心Usage

Ø falcon

历史监控、报警



MAE – 监控展示



MAE – Autoscaling

l 自动伸缩

l 伸缩组
Ø 触发规则

持续负载（cpu、mem、net）

负载类型 -> 资源模板

Ø 扩容

1 min



MAE – 服务发现&日志

l 服务发现
Ø 语义健康监控

Ø Hagent本地检测

Ø Etcd

l 日志
Ø 数据卷挂载日志目录

性能、克隆。

Ø ELK



Router

Based on gorouter, but much different:

Ø Register Driver: Etcd

Ø Load Balancing: LC/WRR

Ø XLocation

Ø High Proformace (fasthttp with proxy)



Router –负载反馈动态调权WRR

Ø RR -> LC -> WRR

Ø LoadMonitor



Router优化

Ø 封装严重、sync.Pool(timer...)等
QPS: 3w

Ø net/http -> fasthttp
• Pool：Request/Response/Header
• Pool：bufio Reader/Writer
• Pool：conn、buffer
• header struct
• string -> []byte

Ø fasthttp-Proxy

Ø 日志优化
缓冲延迟写

Ø QPS: 10w

QPS： 6k -> ? -> ?



MAE - Server模块

功能模块：
l ControllerServer

总控模块，暴露API等。

l AllocatorServer

资源管理/分配模块。

l AutoScaller

自动伸缩模块。



MAE – Server高可用



Quorum

Features:

ü One-master & multi-slaves.

ü Strong consistency : W + R > N ( W == R == N/2 +1 )

ü Fault-tolerant.

• Master election on faulture automatically .

• Tolerate (N-1)/2 nodes to be crashed .

ü R/W is transparent to the user.

ü Key-value storage (memory only).

ü Entire Log-Replication on node-startup.

ü Read-Repair ( repair old data on reading).

基于Raft协议的高可用框架。



MAE – Quorum原理图

Layers：
n 应用逻辑层

n 接口层

n Quorum逻辑层

election、hearbeat、pr

oposal、rw、sync等

n 协议层

msgpack、lz4

n Multiplex Connection

n KV存储层



Multiplex Connection

Multiplex-Connection，是一种在单一TCP连接上实现并发请求
的一种技术手段（框架）。 类似spdy功能。

特点：
ü 单一长连接。
ü 同时支持同步查询和异步查询。
ü 同步查询请求超时设置。
ü 连接双方，对等关系，均可以发送、接收、处理请求。
ü 高性能



Multiplex Connection – 协议Packet

格式
[                             协议头 ] [       数据 ] \r\r\n
[ 3-bytes type] [4-bytes identity] [4-bytes body-size] [Y-bytes body] \r\r\n

协议头
Ø type: REQ或RSP。
Ø identity: 协议包序列号。
Ø body-size: 用户数据长度。



Multiplex Connection 实现



踩过的坑

docker daemon进程内存泄露（pkg/ioutils/readers.go）：

运维标准：应用程序日志



踩过的坑

docker stop 命令夯死问题（daemon/container.go ）：



GO在小米商城研发中的应用



MAE – 2016规划

l 混合云

l 资源精细化运维



Thanks !

stormgbs


