GOPHER CHINA 2020

FE FE/2020-11.21-22

Golang KME=REN A EIECEE

X)E (RZF)

= y N
Al o— y
2 - -

JTTTL N N
FON IO JO

A A >

Y p




ERFIAKRS, RN

« ERTFPIE =-=/R4E N A SEIA

e Problem Solver , B E)E &2 , Kubernetes |,

« OAM#%T

X pYR

GO RHER{CHIINAY2020

h[E L8 /2020-11.21-22

PaaS




ULV S RREE S i

FIEERZAY 1L XIECATFRD

GOEHER @mnm 2020

$E Eig/20



/~

IRE-IEFRIE
=R

=IREES (CNCF)
(2 J3 5

K8s

0 0.9
253t

FRAlSSZEERIE |

EFE A
SEEL
BT

GEENL
PR A

0 Kubectl plugins
@) Apiserver extension

€ Custom resources

@ Scheduler extension
@ Custom controller
© \ctwork plugins

ﬂ Storage plugins

=LA AEESRE 1 THI—17 o BIANERY RAVERE , M4s
g , St THIROREMR , BTt ERTY RN IRAN I FRE K2 HE o FHENR
ECHER , FIEH—EIRTT A , EEIRE] HIUAC .
GO RBHER{CHINAY2020

hE Ei§/2020-11.21-22



Golang5=/REAES ( CNCF

Database Streaming & Messaging Application Definition & Image Build Continuous Integration & Delivery Observability and Analysis

Monitoring

uuuuuu
Kube

App Definition and Development

Scheduling & Coordination & Service Remote Procedure
Orchestration Discovery Call

Orchestration &
Management

ZABBIX

Container Runtime ‘Logging

Runtime

Tracing

OPEN

CNCF
Chaos Engineering

‘ m@mm Litmus

IMBZ AL 214/1512 (14.2% )  Github stargi gt 1265737 / 2458072 ( ) TH{EGLEL: $8.08T/$19.46T( )
@@P@ER@@DM@@@@ https://landscape.cncf.io/format=card-mode&  #lk

R L£i§/2020-11.21-22 fullscreen=yes&grouping=no&language=Go  2020.11.15

Provisioning



https://landscape.cncf.io/format=card-mode&

R SRS ( Policy ) S#l& ( Mechanism )

o RS AT « R TIHARNBEEZGIFE— R, AKIRBIZENH ;
K& Z J— 2L = v . ST BYEEAERR  AA ZEE |-
Pl )‘i\h”lﬂtltfﬂiﬂ]u , AR ZEZ A

“what” o EOERME , SCHEVH ;

- FIRERE  IREEVE

A& 2 A 2 R AT R « RESEM@ANERRZE | YIsIEmPAEREEI ;

JTEMRS, RFWMEME  RESIERFAIE  TFIEXEENER |
how’ . FRSNHESHE ;

« RIESHHIBEERXIZHMEZN ;

GO RHER{CHIINAY2020

fE L£i§/2020-11.21-22



=t
i
5
_|¢
DRIH
I
%
o
N 1L
B
o /
i
Iy

yZisl § 5 i
Tekton | e s I«Efﬁ?_ \
A=l . EIE | YR
Argo B O S gl g
B BT HE 178 e
KEDA ’f‘; - S =@ kit | Jaeger
I fhEps; | Kube
ES ERTSEME - s ?Eﬁh‘ﬁhﬂ& R
InfluxDB }Eﬁ‘giﬂi@ﬁé FHP0 ppeiam Rook
5)J5 P =y
Envoy A HIFEE Ingress
Nife QEINYE
KBS promethues \\\\\\\*»HL%U

K8 S&ZEE/_:EIL;\,E

F &RV GOEHERICHINAZOZ0

fE L£i§/2020-11.21-22



REBXER

« INFIRRANS © KBSINAE R KA R BT —
IEREPOAHIQOSEFR , SEUREHINZ |, iIRBIRESGFAINERE |
REE , THRFENTRERMG , TEBRGEEIKER |, PR RRRZRO |

« IREMTRE :
- TRUEM  BELELE
o TS :

i

K8sHY I U=

HIERRST , MEAFIERAIFRFEASME ERIANNOtation ;
ST RMENY,

Apiserver, etcd, Controller-Manager, Kubelet FRHEEEE—TEERE , TiXHEIEEATF

ML E , SR SIEBEHPRE

ed £
I d (= e
-5 R\

R, & A

BE/IEH B EIRYI

HREBRIEBENZRE RRLENEMRRE, BHE2ONFEE, FESNHNMPaasTEa

GO BHER{CHIINAY2020

fE L£i§/2020-11.21-22



=~ B4 PaaSE e RN HEIEHRE

=IRENH
@

@ (ubect plugns =R = PaaST &
@ /piserver extension (<) (8)
® Custom resources =BEESELS ( CNCF) =BEEELS ( CNCF)
@ Scheduler extension ﬂ 9 @ @ 0 9 9 6
© Custom controller K8s K8s
O \ctwork plugins O 06 0 O 06 0
ﬂ Storage plugins e~ Shilhdii EAx it

0O TTRITTFAERSTSBMASRELES © 9 LIRHN SRR SHEIERES

GO RHER{CHIINAY2020

hE 8 /2020-11.21-22



FRA

apiVersion: apps/vl
kind: Deployment
metadata:
name: nginx-deployment
labels:
app:
spec:
replicas: 3
selector:
matchLabels:
app: nginx
template:
metadata:
labels:
app:
spec:
containers:
- name: nginx
image: nginx:1.14.2
ports:
- containerPort: 80

nginx
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func (dc *DeploymentController) syncDeployment(key string) error {

|22
HH

]

deployment, err := dc.dLister.Deployments(namespace).Get(name)
d := deployment.DeepCopy()

// t§&rs
rsList, err := dc.getReplicaSetsForDeployment(d)
if err !=nil {
return err
¥

// 3RBYFR B J& FizDeployment#JPod

podMap, err := dc.getPodMapForDeployment(d, rsList)
if err '=nil {
) return err P

// rolloutRolling & 3% 75 FlDeployment template—ZBrs X GBI FF

switch d.Spec.Strategy.Type {

Fu HJ% _t K8s=R
case apps.RecreateDeploymentStrategyType:
return dc.rolloutRecreate(d, rsList, podMap)

case apps.RollingUpdateDeploymentStrategyType:
return dc.rolloutRolling(d, rsList) 1%}4;} %J
¥
Label@—F RN
= Z_\ »
func (dc *DeploymentController) processNextWorkltem() bool {

il;eqy&i??it := dc.queue.Get() . ;:-‘g'fl__'zﬁmﬁ |\ﬂ Eﬁ;fi/ﬂ%

return false

} .
defer dc.queue.Done(key) o g}ﬁi%J oF 2

err := dc.syncHandler(key.(string))
dc.handleErr(err, key)

return true
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OAM defines application centric primitives for runtime system:
1. Components - what workload to run?
. Traits - how to operate the workload?
Scopes — how to group the components
AppConfig - bind trait with component
Definitions - discover capability/addon as workload/trait

https://github.com/oam-dev/spec
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apiVersion: core.oam.dev/vialpha2
kind: TraitDefinition
metadata:
name: routes.extended.oam.dev
annotations:
version: v0.3.0
spec:
appliesTo:
- serving.knative.dev/v1.Service
definitionRef:
name: routes.extended.oam.dev

apiVersion: core.oam.dev/vialpha2
kind: TraitDefinition
metadata:
name: scaledobjects.keda.k8s.io
annotations:
version: v0.3.0

spec:
appliesTo:
- serving.knative.dev/v1.Service
definitionRef:
name: scaledobjects.keda.k8s.io
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apiVersion: core.oam.dev/vialpha2
kind: Component
metadata:
name: web-service
version: v0.3.0
description: Knative workload
spec:
workload:
apiVersion: serving.knative.dev/v1
kind: Service
spec:

template:
metatdata:
name: web-service-v1

spec:
containerConcurrency: 0
containers:
- env:
- name: TARGET
value: Knative
image: helloworld-go:latest

2l RIS = B HE

apiVersion: core.oam.dev/vialpha2
kind: ApplicationConfiguration
metadata:

name: helloworld
spec:

components:

- componentName: web-service
instanceName: frontend
dependencies:

- backend
traits:
- trait:
apiVersion: keda.k8s.io/vialphat
kind: ScaledObject
spec:
maxReplicaCount: 4
triggers:
- type: redis

- trait:
apiVersion: extended.oam.dev/v1
kind: Route
spec:
traffic:

scopes:

- scope:
apiVersion: core.oam.dev/vialpha2
kind: Network
name: my-vpc-network-X

- instanceName: backend

componentName: redis

scopes:

- scope:
apiVersion: core.oam.dev/vialpha2
kind: Network
name: my-vpc-network-X
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func Setup(mgr ctrl.Manager, args controller.Args, | logging.Logger) error {

return ctr.NewControllerManagedBy(mgr).
Named(name)
For(&v1alpha2 App\icationConfiguration{}).I
Watches(&source.Kind{ Type: &vTalphaZ.Component{}},
&ComponentHandler{

Client: mgr.GetClient(),

Logger: l,

RevisionLimit: args.RevisionLimit,

})-
Complete{NewReconciler(mgr, dm,|
WithLogger{T.WithValues("controller", name)),
WithRecorder(event.NewAPIRecorder(mgr.GetEventRecorderFor(name)))))

func (a *workloads) Apply(ctx context.Context, status [Jv1alpha2.WorkloadStatus, w
[IWorkload, ao ...resource.ApplyOption) error {

var namespace = w[0]. Workload mespace() o N
for _, wl :=range w{ 3.1 ZK UM AL, %%ﬁiik%aéﬁvvorkload
if lwl.HasDep {

err := a.patchingClient. Apply(ctx, wl.Workload, ao...)

}
for _, trait := range wl.Traits {
if trait. HasDep {

, MM B2 RIUAE, FES EHitrait

t := trait.Object
if err := a.updatingClient. Apply(ctx, &trait.Object, ao...); err != nill{
IUtUHI CHUID.\VV‘T dpf\b’ll, CIT FllllAp}J:yTld;l, i.\]UlAPi‘\I‘UID;UI I\ )

t.GetKind(), t.GetName())

workloadRef := runtimevialphal.TypedReference{
APIVersion: wl.Workload.GetAPIVersion(),
Kind: wl.Workload.GetKind(),
Name:  wl.Workload.GetName(),
}
for _, s := range wl.Scopes {
if err := a.applyScope(ctx, wl, s, workloadRef); err != nil {
TEWrmrer”

} 3.3 #Frigsl E HrworkloadAscope

3

return a.dereferenceScope(ctx, namespace, status, w)

3.4 fiBgworkloadfscope

1=17H

func (r *OAMApplicationReconciler) Reconcile(req reconcile.Request) (result reconcile.Result, returnErr error) { workloads = make([J'Workload, 0, len(ac.Spec. Components))

dag := newDAG()
ac = &vialpha2.ApplicationConfiguration{} for _, acc := range ac.Spec.Components {
[[Ferr = r.client Gel(ctx, req.NamespacedName, ac); e =nil{ | 1 3% B A HRZEIRZS [ w. err := r.renderComponent(ctx, acc, ac, dag) I

retumn reconcile. Result{}, errors.Wrap(resource.IgnoreNotFound(err), errGetAppConfig)

;:\;;)rkloads = append(workloads, w) 2.17 /El 7!<WO rkload&
y Traits, scopes
ds := &vlalpha2.DependencyStatus{}

res := make([]Workload, 0, len(ac.Spec.Components))
workloads, depStatus, err := r.components.Render(ctx, ac) | s for i, acc := range ac.Spec.Components {
i e := rworkloads.Apply(ctx, ac.Status Workloads, worklogds, resource.MustBeCon ro\labIeBy(ac.Ge UID()); err 1= nil{ [unsafisfied, err = r.handleDependency(cix, workioadsii, acc, dag, ao)|

3 'Lﬂ *l:l:Ej] ﬁE— E%ﬁ"—ﬁ%ﬁi N res = append(res, *workloadsli]) 292 #ﬁé‘{&%ﬁ

acPatch := ac.DeepCopy()

- return res, ds, nil
for _, e = range r.gc.Eligible(ac. GetNamespace(), ac.Status. Workloads, workloads) {

€=

func (r *components) Render(ctx context.Context, ac *vialpha2.ApplicationConfiguration) {

func (r *components) renderComponent(ctx context.Context, ...) {
if acc.RevisionName !=""{
acc.ComponentName = ExtractComponentName(acc.RevisionName)

iterr (= r.client Delete(cty, &e); resource.IgnoreNotFound(err) t=nil{ 4 /158 =f1 14 - I R

}

¢, componentRevisionName, err := util. GetComponent(...)

5 S E- RSB S for _, ct := range acc.Traits {

rupdateStatus(ctx, ac, acPatch, workloads
p ( ) t, traitDef, err := r.renderTrait(ctx, ct, ac, acc.ComponentName, ref|

ac.Status.Dependency = vialpha2.DependencyStatus{} y 2.1.2 ;E#trait
waitTime := \ongWait iferr == SetWorkloadInstanceName(traitDefs, w, ¢); err I=nil {
itlen(depStatus. Unsatisfied) != 0 { ) return nil err
waitTime = dependCheckWait
ac.Status.Dependency = *depStatus

for i := range acc.Traits { o . .
traitDef = traitDefsfi]  2.1.3 3 37workload Straithy < &
trait := traits]i]
workloadRefPath := traitDef.Spec.WorkloadRefPath
if len(workloadRefPath) != 0 {

...SetValue(workloadRefPath, workloadRef)...

return reconcile.Resuli{RequeueAfter: waitTime}, nil )
}
scopes := make([Junstructured.Unstructured, 0, len(acc.Scopes))
for _, cs := range acc.Scopes {
scopeObject err:=r. renderScope%x cs, ac.GetNames ace() N
i} 4 #Z37workload 5scppefy &< &

scopes append(scopes, *scopeObiject)

}
addDataOutputsToDAG(dag, acc.DataOutputs, w) I 215 %}]ﬁﬁﬂé'ﬁ(%ﬁ
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return &Workload{...Workload: w, Traits: traits, RevisionEnabled:
isRevisionEnabled(traitDefs), Scopes: scopes}, nil

}
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apiVersion: core.oam.dev/vialpha2
name . testapp kind: ApplicationConfiguration
metadata:
name: helloworld
spec:

services:
express-server:
image: oamdev/testapp:Vvl
build:
docker:
file: Dockerfile
context:

cmd: ["node", "server.js"]
port: 8080
cpu: "0.01"

route:
domain: example.com
rules:
- path: /testapp
rewriteTarget: /

autoscale:
min: 1
max: 4
cpuPercent: 5

GO RHER{CHIINAY2020
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components:

- componentName: web-service
instanceName: frontend
dependencies:

- backend
traits:
- trait:
apiVersion: keda.k8s.io/v1alphai
kind: ScaledObject
spec:
maxReplicaCount: 4
triggers:
- type: redis

- trait:
apiVersion: extended.oam.dev/v1
kind: Route
spec:
traffic:

scopes:

- scope:
apiVersion: core.oam.dev/vialpha2
kind: Network
name: my-vpc-network-X

- instanceName: backend

componentName: redis

scopes:

- scope:
apiVersion: core.oam.dev/vialpha2
kind: Network
name: my-vpc-network-X
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acetuyalState i= GetResourceActualState(rsve)
expectState i= GetResourceExpectState(Fsve)

if actualState == expectState {
// do nothing

¥ else {
Reeeneile(Fsve)
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status:

phase: succeed

status: . ownerReferences:
currentBatch: 1 metadata: - apiVersion: core.oam.dev/vialpha2
lastPhaseTransitionTime: "2020-10-29T13:43:482" blockOwnerDeletion: true
observedVersion: "5" o . controller: true
phase: succeed resourceVersion:"3442346549" kind: ApplicationConfiguration
reason: "" name: oamhsf
revision: 5 e uid: 73eec338-c3c1-4936-bc5b-3c47f2eb63bc

{EversionflobservedVersionffitafl @ {FEresourceVersionffEx M FF & {FEHownerReffE{4-fn A
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status:

workloads:
- componentName: oamhsf-group-1

componentRevisionName: oamhsf-group-1-v5
status: Ready
traits:
- status: success
traitRef:
apiVersion: edas.aliyun.oam.com/v1
kind: Rollout
name: oamhsf-group-1-trait-5c4fdd8f6c
- status: success
traitRef:
apiVersion: edas.aliyun.oam.com/v1
kind: ImageBuilder
name: oamhsf-group-1-trait-5bc99b979f
workloadRef:
apiVersion: apps/v1
kind: Deployment
name: oamhsf-group-1-v5

N FARYstatusEEKXEAFTERIR

status:
conditions:
- lastTransitionTime: "2020-11-17T18:33:02Z2"
reason: Successfully reconciled resource

status: "True"
type: Synced

FrE&ERIstatusizitconditionfE IR

LAST SEEN TYPE REASON OBJECT MESSAGE

8mb6s Normal RenderedComponents  applicationconfiguration/oamacree Successfully rendered components
8mb56s Normal AppliedComponents applicationconfiguration/oamacree Successfully applied components

NAXERRSHSHEE
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